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A canonical example of the possibilities
is an astronaut riding a horse

This one was generated using Midjourmey
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AI generated images are becoming more and more prevalent. 
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Artist Jason Allen won the Colorado State Fair’s digital art competition 
with this AI generated piece. 



“a picture of a puppy
sitting in a feld
of poppies”

text input image output
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Image generating AIs take text as input
and output images. 



“a picture of a puppy
sitting in a feld
of poppies”

text input image outputtext encoder image decoderimage information creator
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In order to accomplish this,
three main components are used.

 - a text encoder
 - an image information creator
 - an image decoder

Each with its own neural network. 



“a picture of a puppy
sitting in a feld
of poppies”

text input image outputtext encoder image decoderimage information creator
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The process is sandwiched between
an encoder and  a decoder.

This is because the diffusion,
or image generation process,
does not handle text or images directly.



“a picture of a puppy
sitting in a feld
of poppies”

text input image outputtext encoder image decoderimage information creator

Latent space
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Rather it operates in the latent space.



“a picture of a puppy
sitting in a feld
of poppies”

text input image outputtext encoder image decoderimage information creator

embedded text embedded image
Latent space
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Images and text are embedded as vectors,
and can be mapped to the same space. 
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Humans input text.

The text is embedded.

The embedded text is used to generate an embedded,
or latent image.

The embedded image information is converted to pixels.
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PA R T  ONE

Text encoder



“a picture of a puppy
sitting in a feld
of poppies” (45, 67, ... 98)

text that humans can read embedded text
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Text encoders embed text and images as vectors.

Vectors are sets of coordinates,
they represent locations within a space.



“From top left to right: 
the African bush elephant, 
the Asian elephant
and African forest elephant.”

"San Francisco from the Marin Headlands"
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Text encoders are trained on images crawled from the internet
and their alt tags.

Alt tags are text to describe images on the web,
used by screen readers for accessibility purposes.



“a picture of a puppy
sitting in a feld
of poppies”

text input image outputtext encoder image decoderimage information creator

embedded text embedded image

image encoder
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To accomplish this, an image encoder is trained at the same time
as the text encoder. 

The system used by DALL · E 2 is CLIP
(Contrastive Language Image Pre-Training)



“a picture of a puppy
sitting in a feld
of poppies”

text input image outputtext encoder image decoderimage information creator

embedded text embedded image

embedded text embedded image

“From top left to right: 
the African bush elephant, 
the Asian elephant
and African forest elephant.”

image encoder images crawled
from the web

image alt tags

objective

The system learns
to predicts which captions
match each image
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The images and captions are embedded, 
and the system predicts the likelihood of a match. 



“a picture of a puppy
sitting in a feld
of poppies”

text input image outputtext encoder image decoderimage information creator

embedded text embedded image

embedded text embedded image

“From top left to right: 
the African bush elephant, 
the Asian elephant
and African forest elephant.”

image encoder images crawled
from the web

image alt tags

objective

The system learns
to predicts which captions
match each image
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After training on hundreds of millions of pairs,
the system learns a joint representation space for images and text. 



“From top left to right: 
the African bush elephant, 
the Asian elephant
and African forest elephant.”

What is looks likeHow its written What it is
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This is the latent space,
but it can be helpful to think of it as the
meaning space or essence space 



dog

cat
horse

hello

run
jump

puppy

astronaut

smelly
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Embedded words are coordinates in this space. 
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Embedded words with similar meanings are closer together. 
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Embedded words and images of similar meaning also sit close together. 
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Text and images
can be compared directly 
when they are embedded
in the latent space
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PA R T  T W O

Image information creator
and image decoder
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Forward diffusion is the process of adding noise to an image 
until the image losses all structure,
or becomes pure noise.

This is how the neural network is trained.



t0 t1 t2 t3

Typically there are between 50 and 100 steps
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When trained, the network learns to reverse the process.

Reverse diffusion is the process of de-noising an image
by iterating through a specified number of steps (t).



t0 t1 t2 t3

Typically there are between 50 and 100 steps
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Both the image information creator (called the ‘prior’ is DALL · E 2)
and the image decoder are diffusion models.



t0 t1 t2 t3

“a picture of a puppy
sitting in a feld
of poppies”

embedded text + noise embedded image

+
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The prior maps the embedded text to a corresponding embedded image.



t0 t1 t2 t3

embedded image + noise pixel image

+
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The image decoder converts the embedded image into a pixel image,
and outputs it for viewing. 



“a picture of a puppy
sitting in a feld
of poppies” (45, 67, ... 98) (32, 84, ... 16)

user text encoder

text that humans can read embedded text embedded image image that humans can see

image decoderimage information creator user

input output input output input output
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The process converts text into vectors,
operates on those vectors,
and outputs an image. 



“a picture of a puppy
sitting in a feld
of poppies” (45, 67, ... 98) (32, 84, ... 16)

user text encoder

text that humans can read embedded text embedded image image that humans can see

image decoderimage information creator user

input output input output input output

Latent space Pixel spaceText space
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The process starts in the text space,
the computation is done in the latents space,
and the output is in the pixel space.
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Appendix
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DALL · E 2 can also produce images without using the prior.

Each row is produced using the same prompts.

In the first, the decoder is passed just the caption.

In the second, the decoder is passed the 
embedded text as if it were an embedded image.

And the third is using the full stack.
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